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Cocaine
use among

adolescents
(The trouble with binary outcomes)



Cocaine use among adolescents         

School 
grade

Cocaine 
use

?

Gi ∈ 7, 8, 9, 10, 11, 12 Ci ∈ 0, 1

Why not use a
standard linear

regression?
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Gaussian model for binary data?        
Why not use a

standard linear
regression?

Wrong support Normal distribution has a support of (-∞,∞),
but we know the outcome variable takes on
only two values.

Bad intuitive “fit”

Interpretation Under some circumstances, results can be
interpreted as proportions or probabilities, but
this can lead to predicted values less than
zero or more than one.
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Gaussian model for binary data?        
Why not use a

standard linear
regression?
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Gaussian vs. Bernoulli                                  
Gaussian (normal)

distribution Bernoulli distribution
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Logistic regression model                        

Replace Norm(μ, σ)
with Bernoulli(p)

But now we need a
“link” function
With normal distribution, μ
could take on any value,
but p is restricted to [0,1]
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The
inverse

logit
transfor -
mation



Inverse logit transformation               

Logit function

Takes values between 0 and 1, and turns
them into values between -∞ and ∞.

Inverse logit
function

(aka ‘logistic’)

Takes values between -∞ and ∞, and turns
them into values between 0 and 1.

⇔
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Inverse logit transformation               
Inverse Logit transformation
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Inverse logit transformation               

x logit (x)
-2 0.119

-0.5 0.119
0 0.119

0.5 0.119
2 0.119

–1
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Why this model instead of
the model we built in the
first week of class?

Logistic regression allows
us to include explanatory
covariates.

Intercept-only logistic model               12



Priors in logistic regression                  13



Priors in logistic regression                  

Pr(α) logit (Pr(α))–1
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Priors in logistic regression                  15



Priors in logistic regression                  16



Priors in logistic regression                  17



Intercept-only logistic regression   

Median 95% C.I.

-3.34 (-3.48, -3.20)

0.036 (0.031, 0.041)

0.034 (0.030, 0.039)
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